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Negative impacts of robotaxis to traffic and social activities

https://gigazine.net/news/20230413-self-driving-vehicles-blocked-traffic/Reported cases in San Francisco

• Stopped due to fog. … This might be covered by SOTIF

• Stopped for long time on a busy street.

• Encroached on fire scene and interfered with extinguishing the fire.

2



What’s AI2X Co-evolution?

System safety

• Focus on how to develop and manage 
the AI(e.g., Statistical ML)-infused system.

• Several guidelines like ISO/IEC 23053 and 
ISO 21448 have been published. 

System of Systems (SoS) safety

• To spread AI-infused systems with users/company/social acceptance, 
not only AI but also stakeholders (X) need to be continuously changed 
to improve each other. Co-evolution
• e.g., understanding to AI, education, rule making, assessment, ethics, …)

• RQ: How can we design a continuous framework and process striving 
for mutual adaptation and stakeholders’ goal achievement within the 
AI-stakeholders (X) interaction? 
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We have started a new research project for AI2X Co-evolution in 2022.



Discussion points at our poster

Guidebook (Preliminary version)

Continuous dynamic risk assessment with multi-stakeholders
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Please feel free to 
contact us at our poster.
Any comments and 
discussion are welcome!
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addressed by the machine side (system developers) and the human side (operators) during the 

design and development phase. 

 

 Requirements on the machine side 

 

⚫  Internal design examination 

⚫  Algorithms and other considerations needed, taking into account security measures, 

regions, etc. 

⚫  Machine side needs to form and have a mental model 

⚫  Need extensive information and appropriate processing models that can analyze the 

problem from various perspectives 

⚫  Building a model with a structure that allows response to change 

⚫  Mechanisms to determine and evaluate user requirements and interventions 

⚫  Decision-making that emphasizes aesthetic values 

⚫  Data construction and learning with consideration of social impact 

 

⚫  User interface study 

⚫  Need to consider how best to interact with humans when learning 

 

⚫  Other (was listed on the people side, but was determined to be a developer requirement and 

moved) 

⚫  Data and model generation according to safety measures 

⚫  Data and model generation assuming code of ethics 

⚫  Compliance with prescribed security measures 

⚫  Data collection and application of learning measures to address assumed biases 

⚫  Building high quality data and models 

⚫  Collecting data on group dynamics 

⚫  Need to mine rules from natural language sources 

⚫  Building data and models suitable for machine skills that are not limited by human skills 

 

 Requirements on the human side 

Nothing in particular. 

 

 Verification and validation 

This section lists matters specific to human-machine co-evolution systems that should be 

addressed by the machine side (system developers) and the human side (operators) during the 

verification and validation phase. 
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⚫  Formulation of Ban function 

⚫  Consideration of systems that assume that they can be overridden 

 

⚫  Process 

⚫  Development of a process for delegation of responsibility and proposed evaluation criteria 

⚫  Adequate consideration among stakeholders 

⚫  Recognition of need for approval process 

⚫  Clarification of requirements to be addressed Development of confusion resolution policy 

 

⚫  Other 

⚫  Analysis of operational areas of corporate activities 

⚫  Consideration of social impact and determination of limitation 

 

 Requirements on the human side 

⚫  Considerations 

⚫  Consideration of balance between accountability and scope of application handling 

⚫  Consideration of need for logs to help explain key points and means of evaluation 

⚫  Consideration of guidelines and evidence requirements for objections 

⚫  Consideration of how to assess the appropriateness, safety, and responsibility of AI system 

behavior 

⚫  Conducting a risk assessment for AI application 

⚫  Selection of a code of ethics and consideration of conditions for its application 

⚫  Examination of software crime prevention measures 

⚫  Examination of criteria for judging ethicality without bias 

⚫  Consideration of process improvement methods 

⚫  Consideration of system configuration for adjustment or recovery in case of anomalies 

⚫  Examination of system configuration assuming utilization of important history 

 

⚫  Review of the division of roles between humans and machines 

⚫  Building know-how for redesigning business processes 

⚫  Reviewing a company's business operations on a zero-based basis assuming AI and 

explaining that 

⚫  Formulate requirements for achievement by AI and areas of support for employees 

⚫  Examine the combination of human and machine skills and set high-level goals 

 

 Design and development 

This section lists matters specific to human-machine co-evolution systems that should be 

Yes
l Activation of countermeasures to (A) and (C)

l Permission to (B)

No l Discussions for countermeasures to (A) and (C)

with all stakeholders. How? (open question) 

l No permission to (B)

Continuous risk evaluation

l All risks can be acceptable?

l All achievement levels for stakeholders' goals are good? 



Overview of our project
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Structure for our project Outcome

What

Goals Improving human well-being in a society where humans 

and machines coexist (safety is one of the elements)
•Papers

•Guidebook

Issues • Lack of (standard) mechanisms for people, machines, 

organizations, and society to work together

• New risks due to the evolution of machines (AI)

How

Concept Making structure for positive circle of mutual evolution 

among stakeholders 

= Co-evolution

Approach Co-evolution framework •Guidebook

•Supportive software 

tools

Proof of concept, 

Demo

Development of case-study •Case-study report
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